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Variational Inference

@ Local hidden variables (z,)
@ Global hidden variables (5)
@ Observations z,,

The distinction between local and global hidden variables is determined by the
conditional dependencies. The n-th observation z,, and the n-th local variable z,

are conditionally independent, given global variables 3, of all other observations
and local hidden variables.
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Source: Stochastic Variational Inference, Journal of Machine Learning Research (2013)
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Variational Inference

The joint distribution is factorized below

p(x, 2, Bla) = p(Bla) [Th_, p(n, 2a|8)

The goal is to approximate the posterior distribution of the hidden variables given
observations

p(B, 2|z)

Each observation is also independent from other observations

p(fEn, Zn|$7n, anvﬂva) = p(xnv Zn‘ﬂa a)
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Variational Inference

Exponential family distribution of hidden variables
p(Blz, 2z, @) = h(B)exp{ng (v, z, ) TH(B) — ag(ng(x, 2, )}
p(znj|xn7 Zn,—ja/B) = h(znj)%p{w(l‘m Zn,—jvﬁ)Tt(an) - a’é(m(l'mzn,—jaﬁ))}

Slide from lecture
p(z) = h(z) exp {17 o(x) — A(n)}

Base Measure Natural
Parameters

Sufficient
Statistics

» Log-Partition:  A(n) = log /exp {nT¢>(x)} h(z)dx

Prior is also from exponential family

p(B) = h(B)exp{a™t(B) — ag(a)}
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.
Mean-Field Variational Inference

@ Approximate posterior which hidden variables are independent
@ Minimizing Kullback-Leibler (KL) divergence. Why KL divergence?
e .#7(0,10000) and .#(10,10000) have 10 difference in parameter but almost 0
difference in probability
e .#7(0,0.001) and .47(0.1,0.001) have 0.1 difference in parameter but almost 0
overlap
@ Maximizing Evidence Lower Bound (ELBO) (derived by introducing
distribution ¢ and Jensen’ s inequality)

KL(q(z, B)|lp(z, Blx)) = E4llog q(2, B)] — Eqllog p(x, 2, B)] + log p(x)
= —L(q) + const

L(q) is ELBO
Assuming the natural parameters for global and local variables are A and ¢,,;. By
independence assumption of Mean-Field Variational Inference we have

a(2, 8) = a(BIN) TTn=y TT)—1 a(2njlénj)
q(BIX) = h(B)exp{A\Tt(B) — ag(\)}
q(2nj|dng) = hzng)exp{drit(zn;) — ae(dn;)}
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Mean-Field Variational Inference

Rewriting ELBO by A and applying abbreviations of ¢(z,;) instead of g(25j|én;)
and ¢(p) instead of ¢(5|\)

LX) =E[logp(Bl|z, z)] — E4llog ¢(B)] + const

Based on exponential family properties, the expectation of the sufficient statistics
is the gradient of log normalizer

Eq[t(B)] = Vaag (M)

L) =Ey[ng(z,2,a)]TViag(A) — AV aay(N) + ag(A) + const
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.
Mean-Field Variational Inference

Now we get derivative of ELBO by A
VAL = V2ay(A) (Eyny (2, 2 0)] — A)
After setting the derivative to zero we have
A =Eq[ng(z, 2, )] (M step in EM)
Same derivative is taken for ¢,,; (skipping the construction of L(¢,;))

V¢nj£ = v%%aé(QSnj)(Eq[W(iUm Zn,fj76)] - (bnj)

Setting the derivative to zero we have

Onj = Eqne(zn, 2n,—j, B)] (E step in EM)
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.
Mean-Field Variational Inference

To update the natural parameters, coordinate ascent is used to optimize ELBO

1: Tnitialize A(°) randomly.

2: repeat

3:  for each local variational parameter ¢,,; do

4 Update 9. 97 = E o e, Cns 2. B)]-

5 end for

6. Update the global variational parameters, L") = E,u Mg (zi:v, X1:v)]
7. until the ELBO converges

Source: Stochastic Variational Inference, Journal of Machine Learning Research (2013)
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Mean-Field Variational Inference

To update the natural parameters, coordinate ascent is used to optimize ELBO

f(w,y) =52 — 6ay + 5y°

0.5

=15 -1.0 -0.5 0.0 0.5 1.0 1.5

Source: Wikipedia, Coordinate descent, 2022, https://en.wikipedia.org/wiki/Coordinate_descent
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https://en.wikipedia.org/wiki/Coordinate_descent

Stochastic Variational Inference

Instead of evaluating the local variables (E step) for all dataset, one data is
sampled uniformly from the dataset and the representative local variable is
updated and for the global variable it's like the data point is repeated N times.
The general idea is to apply Robbins-Monro algorithm on the M step (global
variable \) which the E step (local variables ;) is noisy.

A = \t—1 ptbt()\(tfl))

Py is the step size and b; is an independent draw from noisy gradient.
Based on Robbins-Monro algorithm, the step size must satisfy two conditions to
guarantee convergence

° > Zopt =00

° >y p <0

@ The updating steps (p) follows the following equation with forgetting rate x
and delay factor of 7 which down-weights early iterations

po=@t+71)"
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.
Stochastic Variational Inference

The algorithm

1: Initialize A(®) randomly.

2: Set the step-size schedule p; appropriately.

3: repeat

4:  Sample a data point x; uniformly from the data set.
5: Compute its local variational parameter,

0 =Eyne(x”.z").
6:  Compute intermediate global parameters as though x; is replicated N times,
A =Eolne(x".2")]
7. Update the current estimate of the global variational parameters,

AD = (1—p A 4 pA.

8: until forever

Source: Stochastic Variational Inference, Journal of Machine Learning Research (2013)
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Stochastic Variational Inference

Extensions
Using a batch instead of one data point will perform better (also shown in results)

A = (1= p)A 1+ B A

Estimation of hyperparameters can be done in ELBO update step simultaneously
with A (global variables)

a(t) = a(t_l) + ptvaﬁt()‘(t_l)v ¢7 a(t_l))
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__________________________________________________________
Topic model with latent Dirichlet allocation (LDA)

Notations
@ n-th word and d-th documents is wyy,
there are V vocabulary terms
By is a distribution over the vocabulary. Bk, is the w-th entry in k-th topic.
there are K topics
0, is a distribution over topics in a K-1 simplex

each word is assumed to be drawn from a single topic with assignment
variable zg4,
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Topic model with latent Dirichlet allocation (LDA)

o OO

« 04 Zdn Wd,n B n
N -
D K
[ Var | Type Conditional Param | Relevant Expectations
Zdn | Multinomial | log 84 +log By, [ lE:Zﬁn] = ‘pgn
8, | Dirichlet VRS AN Ya | Ellog8u] =¥ (va) — T, ¥ (va))
Br | Dirichlet n+xi ¥, Z’;,,de M E[logBiy] = ¥ (M) 7):;/:1‘{’(1;9)

Source: Stochastic Variational Inference, Journal of Machine Learning Research (2013)
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__________________________________________________________
Topic model with latent Dirichlet allocation (LDA)

Generative process of LDA
e Draw topics 8 ~ Dirichlet(n...n) for k € 1..K
o For each document d € 1...D

e Draw topic proportions 6 ~ Dirichlet(a, ..., @)
e For each word w € 1...N

e Draw topic assignment zg4,, ~ Multinomial(64)
o Draw word wq,, ~ Multinomial(f3.,,,)

AMES (UoA) UoA September 26, 2022



__________________________________________________________
Topic model with latent Dirichlet allocation (LDA)

1: Initialize M%) randomly.

2: Set the step-size schedule p, appropriately.

3: repeat

4:  Sample a document w, uniformly from the data set.

s: Initialize vy = 1, fork € {1,...,K}.
6:  repeat
T: Forn e {1,...,N} set
g o oxp {E[log 4] + E[log B v, |} k € {1,...,K}.

8 Set Yy = &+ ¥, Gan-
- until local parameters ¢4, and Yy converge.
10:  Forke{l,...,K} set intermediate topics

N
=n+DY 05, wan.
n=1

1: - SetAl) = (1—p)Al D 4pi.
12: until forever

Source: Stochastic Variational Inference, Journal of Machine Learning Research (2013)
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__________________________________________________________
Topic model with hierarchical Dirichlet process (HDP)

A limitation of LDA is that the number of topics needs to be known in advance.
HDP creates new topics (potentially infinite number of topics) by combination of
predefined topics.
Dirichlet Process is a Bayesian nonparametric model used to create topics.
Dirichlet process is a distribution of distributions. In HDP the distribution of
topics (64) is a point in an infinite simplex
Generative process of HDP

@ Draw an infinite number of topics, 8y ~ Dirichlet(n)fork € 1,2,3...

@ Draw corpus breaking proportions, vy ~ Beta(l,w)fork € 1,2,3, ...

@ For each document d:

e Draw document-level topic indices, cq; ~ Multinomial(o(v))fori € 1,2,3, ...

e Draw document breaking proportions, mg4; ~ Beta(l,«)fori € 1,2,3, ...
e For each word n:

e Draw topic assignment z4,, ~ Multinomial(o(7g))
e Draw word wy, ~ Multinomial(ﬁcdyzgl )
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__________________________________________________________
Topic model with hierarchical Dirichlet process (HDP)

,(’.\f.

|
w
T, Cai Q (e
o0
T T Vg
[ [ n
OO0+
Zdn Wa n N ﬁ k
Np 0
Var | Type Conditional Param Relevant expectation
Zn | Multinomial | logo;(ty) + E2, ,10g By, O E[Z},) = 0},
T4 | Beta (+ N 2, 0+ EV, ) I zj”) (‘)‘;;:“, 421)] (Expectations are similar to those for vy.)
cgi | Multinomial | logoy(V)+ X, 2}, 10gBe g, Lai E[ck] =,
v | Bet (I +EaEichs 0+ Ea LiETen ¢4 | (o al?) | Elloghe) = W(ay) — Wiay + by)
Ellog(1 — V)] = ¥(by) — ¥lax + by)
E[logoy (V)] = EllogVy] + L2 Ellog(1 - V)]
Be | Dirichlet | m=Ef, E7, LI, 2y Wan Mo | EllogBe] = ¥(he) =¥ (v i)

Source: Stochastic Variational Inference, Journal of Machine Learning Research (2013)
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Topic model with hierarchical Dirichlet process (HDP)
ForAIatent variables zén and cﬁin the conditional distributions are

p(2h, = 1|7, Brik, Wan, ca) x exp{log oi(ma) + > p; c*:10g Br,, }

plch; = 1|v, Br.xc, wa, 2a) o exp{log o (v) + S0, 20,109 Brow,, }

[ variable follows the Dirichlet Process conditional distribution
. D N
p(Br|z, c,w) = Dirichlet(n + Y q_1 Yooy b S| 2 way)

Variables v, and my; fogow Beta distributionD '
p(vk|c) = Beta(l + Ed:l Efil Cgivw + Zd:l Zfil Ej>k CZh)

p(’ﬂ'dllZd) = Beta(l + Zn:l Z}in’ a+ Zn=1 Zj>’i Zén)

Based on Mean-Field Variational model, distribution ¢ will be

q(B,v,z,m) =
(T s 4Bel ) a(olaw)) (TTaoy TTi—y a(cailCai)a(mailvai) TIny a(Zan|dan))
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__________________________________________________________
Topic model with hierarchical Dirichlet process (HDP)

1: Tnitialize A©) randomly. Set a© = 1 and 5© = w.

2: Set the step-size schedule p, appropriately.

3: repeat

4 Sample a document w, uniformly from the data set.
5. Forie{1,...,T} initialize

Gy < exp{X) EllogBiuw, ]}k € {1,..., K}
6 Forne {l,...,N} initialize

Ol o exp{ XL | LBllogBe, )} i€ {10, T}

7:  repeat
8 Forie {1,...,T} set
W = 1IN 6
) =t BN BT 0,
o< oxp { Ellogor(V)] + £ 0}, EllogBeowe } k€ {1,....K}.
9: Forne {1,...,N} set

0, o< exp {Eflogoi(ma)] + £, GEllogBeu,,)} i € {1,..., T}

10:  until local parameters converge.
1: Forke {1,...,K} set intermediate topics

N+DEL G TR Gl ans
a=1+DYl,
be=0+DYL X4 L

A0 =(1—p At pid,
a = (1-p)a""V +pia,
5O = (1—p )b 4 pb.

13: until forever

Source: Stochastic Variational Inference, Journal of Machine Learning Research(2013)

A

ptembe




.
Results

The proposed stochastic variational inference is tested on "Nature journal” (350K
docs, 58M words), "New York Times” (1.8M docs, 461M words), and "Wikipedia”
(3.8M docs, 482M words) datasets. 10,000 documents are used for testing the
model.

The measure of performance is Predictive Probability with D as training data.
The test data is separated into hold-out wp, and observed data (weps). Finally,
the better models should output higher probability for w,,s from the predictive
distribution obtained below:

p(Wnew ‘ @v Wobs) = // (2115:1 ekBk,wnew) p(e ‘ Wobs B)p([3| @)dedB

[ [ (&£ 0bun...) a(@)a(B0ap
= B 00E, B

Q

Source: Stochastic Variational Inference, Journal of Machine Learning Research (2013)
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.
Results

It is tested how long it takes for the Topic Models to run and what Log Predictive
Probability is achieved considering the batch size and the forgetting rate

= [ nature 6 |
5 ’ Batch Size
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Figure 15: 100-topic LDA inference: Holding the learning rate k fixed at 0.9, we varied the batch
size. Bigger batch sizes are preferred.

Source: Stochastic Variational Inference, Journal of Machine Learning Research (2013)
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Results

It can be seen that larger batch size performs better

2 I nature [ nyt | wiki
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Figure 13: HDP inference: Holding the forgetting rate x fixed at 0.9, we varied the batch size.

Batch sizes may be set too small (e.g., ten documents) but the difference in performance
is small once set high enough.

Source: Stochastic Variational Inference, Journal of Machine Learning Research (2013)
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Results

Higher forgetting rate performs better for LDA
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Figure 14: 100-topic LDA inference: Holding the batch size fixed at 500, we varied the forgetting
rate k. Slower forgetting rates are preferred.

Source: Stochastic Variational Inference, Journal of Machine Learning Research (2013)
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Results

Higher forgetting rate performs better for HDP

= [ nature wiki
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Figure 12: HDP inference: Holding the batch size fixed at 500, we varied the forgetting rate .
Slower forgetting rates are preferred.

Source: Stochastic Variational Inference, Journal of Machine Learning Research (2013)
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.
Results

HDP outperforms LDA. HDP avoids overfitting (not shown explicitly).

‘ Nature ‘ New York Times | Wikipedia

LDA 25 -1.24 -1.73 -1.44
LDA 50 -7.23 -7.68 =143
LDA 100 | -7.26 -7.66 -141
LDA 200 | -7.50 -1.78 -71.64
LDA 300 | -7.86 -7.98 -1.74
HDP -6.97 -7.38 -7.07

Figure 11: Stochastic inference lets us compare performance on several large data sets. We fixed
the forgetting rate Kk = 0.9 and the batch size to 500 documents. We find that LDA is sen-
sitive to the number of topics; the HDP gives consistently better predictive performance.
Traditional variational inference (on subsets of each corpus) did not perform as well as
stochastic inference.

Source: Stochastic Variational Inference, Journal of Machine Learning Research (2013)
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